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ABSTRACT

This paper investigates the connection between the delay in the final breakdown of the stratospheric polar

vortex, the stratospheric final warming (SFW), and Southern Hemisphere climate trends. The authors first

analyze Interim European Centre for Medium-Range Weather Forecasts (ECMWF) Re-Analysis (ERA-

Interim) and three climatemodel outputs with different climate forcings. Climate trends appear when there is

a delay in the timing of SFWs.When regressed onto the SFW dates (which reflect the anomaly when the SFW

is delayed for one standard deviation of its onset dates), the anomaly pattern bears a resemblance to the

observed climate trends, for all the model outputs, even without any trends. This suggests that the strato-

spheric and tropospheric circulations are organized by the timing of SFWs in both the interannual time scale

and climate trends because of external forcings.

The authors further explore the role of the SFW using a simplified dynamical model in which the ozone

depletion is mimicked by a springtime polar stratospheric cooling. The responses of zonal-mean atmospheric

circulation, including zonal wind, temperature, and poleward edge of the Hadley cell and the Ferrel cell, are

similar to the observed climate trends. The authors divide the years into those in which the SFW is delayed

and those in which it is not. The responses for the years in which the SFW is delayed are very similar to the

overall response, while the stratosphere is only characterized by the localized cooling for those years in which

the SFW is not delayed, with no subsequent downward influence into the troposphere. This suggests that, in

order to affect the troposphere, ozone depletion must first delay the SFW so as to induce a deep response in

planetary wave drag and the associated eddy-driven circulation.

1. Introduction

The Southern Hemisphere (SH) polar stratosphere

has cooled in the spring and summer in the late twentieth

century, mainly because of anthropogenic ozone de-

pletion (e.g., Thompson and Solomon 2002). This cooling

trend results in a stronger polar vortex, and it delays the

final breakdown of the polar vortex, the stratospheric final

warming (SFW), in late spring by about 10days decade21

(e.g., Waugh et al. 1999; Black and McDaniel 2007b).

Current chemistry–climate models successfully simulate

the cooling trend and strengthening zonal winds in the

high latitudes of the SH stratosphere (e.g., Son et al.

2008). These stratospheric trends can induce significant

changes in the SH tropospheric circulation, including

the poleward shift of the eddy-driven jet and the pole-

ward expansion of theHadley circulation (e.g., Thompson

and Solomon 2002; Son et al. 2009; Thompson et al. 2011).

Although the model simulations have been well docu-

mented [see Polvani et al. (2011) and references therein],
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a comprehensive understanding of how stratospheric

ozone depletion influences the SH tropospheric climate is

still lacking.

The final breakdown of the SH stratospheric polar

vortex plays a critical role in the high-latitude distribu-

tion of ozone and its downward influence on the tropo-

spheric climate. Since the seasonal breakup of the polar

vortex fills the Antarctic ozone hole with ozone-rich

subpolar air, a delay in the vortex breakup delays the

seasonal recovery of polar ozone (Salby and Callaghan

2007). This, in turn, reduces the solar heating that oth-

erwise would weaken the vortex, and it further post-

pones the final collapse of the polar vortex. In addition,

the SH stratosphere is most disturbed in the spring and

its downward influence on the troposphere takes place

in November and December (Hartmann et al. 2000;

Baldwin et al. 2003), when the vortex is being eroded by

radiative heating and planetary wave breaking. A delay

in the SFW is accompanied by a delay in the zonal

wind deceleration (Black and McDaniel 2007b), in the

stratospheric wave drag and residual vertical circulation

(McLandress et al. 2010), and in the downward wave

coupling between the stratosphere and the troposphere

(Shaw et al. 2010; Harnik et al. 2011). On interannual

time scales, SFW events are observed to influence the

seasonal transition of the tropospheric circulation, ad-

vancing or delaying it 1 or 2 weeks (Black et al. 2006;

Black and McDaniel 2007b). These observational re-

sults are supported by idealized model simulations with

a prescribed seasonal cycle applied only in the strato-

sphere (Sun and Robinson 2009; Sun et al. 2011).

The main purpose of this study is to investigate the

role of stratospheric vortex breakdown in Southern Hemi-

sphere climate trends. Specifically, we show that the delay

of the SFW is necessary for the ozone depletion to in-

fluence the tropospheric circulation and that the inter-

annual variability in the stratospheric and tropospheric

circulation is organized by the timing of the SFW. The

work is further motivated by modeling studies that on

interannual time scales, the polar cap temperature at

100 hPa and the tropospheric jet location are not well

correlated in the austral summer, when the tropospheric

response to ozone depletion is strongest (Polvani et al.

2011). We show that this counterintuitive result can be

explained, at least partly, by considering the interannual

variability of SFW onset dates.

The Interim European Centre for Medium-Range

Weather Forecasts (ECMWF) Re-Analysis (ERA-

Interim) and three climate model outputs with different

climate forcings are used for the trend and regression

analysis to elucidate the role of the SFW onset date in

causing stratospheric and tropospheric changes.We also

run two sets of experiments in a simplified dynamical

model, with and without a polar stratospheric cooling in

the springtime, to mimic the Antarctic ‘‘ozone hole.’’

We compare the circulation response for those years in

which the SFW is delayed, and those in which it is not,

under the same stratospheric forcing. The circulation

response, including the shifts of the tropospheric jet and

poleward edge of the Hadley cell and the Ferrel cell,

is similar to the observed behavior of the Southern

Hemisphere only when the SFW is delayed. In years in

which the SFW is not delayed, the response to the strato-

spheric cooling is characterized only by localized cooling,

with no subsequent downward influence. This suggests

that ozone depletion affects the Southern Hemisphere

climate by delaying the SFW.

This paper is organized as follows. In section 2, we use

reanalysis and climate models to perform the climate

trend and regression analysis. We present the idealized

simulations in section 3, comparing the circulation re-

sponses between delayed and undelayed SFWs. The

results are discussed in section 4, followed by the final

summary and conclusions. Some technical details of the

idealized model are summarized in the appendixes.

2. Reanalysis and climate model output diagnostics

a. Data description and SFW onset date calculation

We analyze the reanalysis dataset from ERA-Interim

(Dee et al. 2011). The global climate model simulations

are from two global atmosphere–landmodels developed

at theGeophysical FluidDynamics Laboratory (GFDL)

Atmospheric Model 2 (AM2) (Anderson et al. 2004)

and Atmospheric Model with Transport and Chemistry

(AMTRAC) (Austin and Wilson 2006). The AM2 out-

put comprises two 10-member ensembles forced by

(i) observed changes in sea surface temperatures (SST), sea

ice, and radiative forcings, denoted AM2(SST1RAD),

and (ii) observed changes in SSTs and sea ice with fixed

preindustrial radiative forcings, denoted AM2(SST

only). These simulations have a coarse resolution in the

stratosphere, and the variability and trends of ozone

concentration are prescribed. AMTRAC, on the other

hand, is a chemistry–climate model based on AM2.

It has 48 vertical levels from 0.0017 hPa to the ground,

with half of the vertical levels in the stratosphere, as

compared with the 4 levels in the stratosphere and the

top level at 9 hPa in AM2. AMTRAC includes in-

teractive ozone chemistry, in which the changing con-

centrations of ozone-depleting substances (ODS) are

specified. The REF-B1 simulation (Austin and Wilson

2006), forced by observed changes in SSTs, sea ice, and

radiative forcings, is analyzed and denoted AMTRAC

(SST1RAD).
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All trends in the reanalysis and climate models are

calculated for each day of the annual cycle after the daily

data are smoothed using a Gaussian window with a 7-day

half-width. Changing the strength of the smoothing does

not change the structures of the trends. Decadal linear

trends for ERA-Interim are calculated for the period

1980–2001, while trends are calculated over the period

1960–99 for the simulations to improve their statistical

reliability. Because trends are analyzed over different

periods in the simulations and the reanalysis, only a qual-

itative comparison of these trends is possible. We con-

sidered using the 40-yr ECMWF Re-Analysis (ERA-40)

(Uppala et al. 2005) and including the period 1960–79, but

we question the reliability of Southern Hemisphere re-

analysis products prior to the satellite era. Specifically, we

compare the austral autumn polar cap temperature at

100hPa in the reanalysis with the radiosonde data from

Antarctica (Screen and Simmonds 2012). In the strato-

sphere, while the reanalysis closely tracks the observa-

tions within the satellite era, they diverge in the earlier

period, especially before 1975.

The timing of stratospheric final warming can be de-

fined at stratospheric high latitudes using potential

vorticity (Waugh et al. 1999; Zhou et al. 2000), zonal-

mean zonal wind at the jet core (Black and McDaniel

2007b), or temperature (Haigh and Roscoe 2009). These

approaches, which represent various aspects of the

breakdown of the SH polar vortex, yield different SFW

onset dates. Given suitable parameters, however, the

variability in the timing of the breakup is qualitatively

the same (Waugh et al. 1999). Haigh and Roscoe (2009)

found that the temporal evolution of onset dates derived

from observed Antarctic temperatures was consistent

with the results of Black and McDaniel (2007b). These

studies suggest that the variability of SFW is insensitive

to its precise definition. We adopt the method of Black

and McDaniel (2007b) and identify the SFW onset date

as the first day of the last time that the 5-day-averaged

zonal-mean zonal wind at 50 hPa and 608S drops below

10m s21 until the fall.

b. SFW onset date analysis

The top panel of Fig. 1 shows the trends of high-

latitude zonal wind and temperature (shading), overlaid

with the climatological annual cycle (contours, 1980–

2001 average) in ERA-Interim. The annual cycle of the

zonal wind is characterized by decelerating stratospheric

zonal winds from September to January, with the zero

wind line descending from 10 hPa in late November

to just above 50 hPa in mid-January. The trend shows

increasing zonal winds above 100 hPa throughout the

spring and summer, and the stratospheric trend extends

downward into the troposphere in December–February,

particularly in January. This is consistent with the results

obtained by Thompson and Solomon (2002) that Ant-

arctic trends in stratospheric geopotential height lead

tropospheric trends by 1–2 months. The annual tem-

perature cycle shows warming of the stratosphere over

the same period when the zonal winds are decelerating.

There is a cooling trend in temperature between 30 hPa

and tropopause that persists from September to January,

which is presumably the result of anthropogenic ozone

depletion. Overall, the temperature trends are similar to

those in Thompson and Solomon (2002) obtained using

radiosonde observations.

Trends in stratospheric zonal wind and temperature

are strongest in November and December, which im-

plies a delay in the final breakdown of the polar vortex.

FIG. 1. (top) Zonal-mean zonal wind trend (shading;

m s21 decade21) and climatology (black contour; m s21) averaged

over latitudes 508–708S during 1980–2001 in ERA-Interim. (bot-

tom) As in (top), but for polar cap temperature trend (averaged

over 608–908S; K decade21) and its climatology (K). Climatology

and linear trend are calculated over 1980–2001 for each day of

the annual cycle and smoothed by a Gaussian function with

a 7-day half-width. Blue and purple lines denote the Student’s

t-test positive and negative 95% statistical significance, respec-

tively. Tick marks on the horizontal axis indicate the first day of

the month.
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Figure 2 shows the SFW onset dates at 50 hPa from 1960

to 1999 in the model simulations along with those in the

ERA-Interim dataset (blue line). Table 1 lists the

means, standard deviations, and trends of the SFWonset

dates for the reanalysis and models. The model forced

by an increase in ozone-depleting substances, AM-

TRAC(SST1RAD), simulates a delay in the SFW of

about 14 days decade21, while in themodel forced by the

prescribed observed ozone loss, AM2(SST1RAD), the

delay is about 8 days decade21. These values are con-

sistent with the observed delay in the SFW, approxi-

mately 9 days decade21 in ERA-Interim over the period

1980–2001. It is noteworthy that the greenhouse gas in-

crease during the same period can also cool the strato-

sphere, but its effect on the polar vortex breakdown

can be ignored, as suggested by the model studies with

the ozone change alone (e.g., McLandress et al. 2010). In

contrast, the model forced only by observed changed in

SSTs, AM2(SST only), has almost no trend in the SFW

date. Shaw et al. (2011) investigated the impact of

stratospheric ozone depletion on downward wave cou-

pling using models with and without ozone depletion and

found that the simulations without ozone depletion do not

show a pronounced trend in the date of vortex breakup,

with subsequent consequences for stratosphere–tropo-

sphere wave coupling. Our finding is consistent with theirs

and confirms the importance of ozone depletion in the

SFW trend. Note that the delay of the onset dates is in-

sensitive to the latitude and threshold chosen to defined

the SFW (not shown).

The SFW onset dates obtained from model runs with

observed radiative forcings are approximately 2 weeks

later than the observed values for the period 1980–99.

This is a common bias among themodels participating in

the Chemistry–Climate Model Validation (CCMVal)

activity (e.g., Austin and Wilson 2010), and phase 5 of

the Coupled Model Intercomparison Project (CMIP5)

(Wilcox andCharlton-Perez 2013). It is possibly connected

to the unresolved orographic gravity waves (Richter et al.

2010; McLandress et al. 2011) in these models.

c. Climate trends and regression comparisons

Figure 3 shows the trends in zonal wind averaged

over latitudes 508–708S for the reanalysis, AMTRAC

(SST1RAD), and AM2(SST1RAD) from September

to March. The observed trends are reasonably well

simulated by AMTRAC with interactive ozone chem-

istry. With prescribed ozone in AM2, however, the down-

ward influence on the troposphere is much weaker, which

is consistent with the results obtained by Son et al.

(2008). Trends are absent from AM2(SST only; not

shown). We also regress the zonal wind averaged over

508–708S on each day of the annual cycle each year

[u(p, d, y)] onto the detrended and standardized SFW

onset date time series of the corresponding year [SFW(y)]

for the reanalysis and climate models:

u(p, d, y)5 ureg(p, d)3 SFW(y)1 �(p,d, y) , (1)

where p denotes the pressure level, y denotes the year of

interest, d denotes the day of the annual cycle in year y,

and � denotes the pattern unrelated to the SFW vari-

ability. Figure 4 shows the regression patterns ureg(p, d)

for the reanalysis and models. The regression pattern

reflects the zonal wind anomalies on interannual time

scales when the SFW is delayed for one standard de-

viation of its onset date. A similar pattern can be ob-

tained by taking the difference of the composites for

the years with early SFW dates and for the years with

late SFW dates. Although the SFW itself represents

FIG. 2. SFW onset dates at 50 hPa in (top) AMTRAC

(SST1RAD), (middle) AM2(SST1RAD), and (bottom) AM2

(SST only). The numbers in the top-left corners denote the linear

trend (days decade21) and standard deviation (number inside the

parentheses; days) of the SFW onset dates in models for the

period 1960–99, and the blue lines denotes the onset dates in

ERA-Interim for the period 1980–2001. The onset dates of 10

realizations in each year in AM2 are ranked in an ascending

order as yi(i5 1, . . . , 10). The shading is between (y1 1 y2)/2 and

(y9 1 y10)/2, in which the dark shading is between (y3 1 y4)/2 and

(y7 1 y8)/2.
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a weakening of the westerlies, the regression here actually

shows stronger westerlies for a later onset date. Results

for all three simulations and the reanalysis display a

downward extension of the stratospheric positive anom-

aly to the surface. These regression patterns peak at a

higher altitude than the strongest climate trends, re-

flecting the difference between interannual variability

(due to the interannual variability of planetary wave

forcing) and climate trends (due to ozone forcing in the

lower stratosphere). Besides, the regression patterns

do not show a month-long delay in the troposphere, and

tropospheric anomalies are also much more persistent.

Overall, however, the trends in zonal wind are very

similar to the response to a delayed SFW within the in-

trinsic interannual variability of the atmosphere in the

reanalysis or the models.

3. Idealized dynamical model simulations

Comprehensive climate models provide credible

simulations of the trends and interannual variability

in the observations. Because of the complexity of the

processes these models represent—dynamics, chemis-

try, and moist processes, together with multiple external

forcings (ODS, greenhouse gases, SST, and sea ice)—it

is difficult to attribute the trends captured by these

TABLE 1. The means, standard deviations, and decadal trends of the SFW onset dates for ERA-Interim, and the simulations of

AMTRAC(SST1RAD), AM2(SST1RAD), and AM2(SST only). They are calculated over the period 1980–2001 in the reanalysis and

over the period 1960–99 in the AMTRAC and AM2 simulations. The trends of SFW onset dates for the reanalysis, AMTRAC

(SST1RAD), and AM2(SST1RAD) are statistically significant at the 99% level, while the trend for AM2(SST only) is not statistically

significant. The definition of SFW onset is adopted from Black and McDaniel (2007b).

Datasets ERA-Interim AMTRAC(SST1RAD) AM2(SST1RAD) AM2(SST only)

Mean onset date 7 Dec 17 Dec 20 Dec 5 Dec

St dev (days) 12 26 18 13

Trend (days decade21) 9 14 8 1

FIG. 3. Zonal-mean zonal wind trend (m s21 decade21)

averaged over 508–708S for the (top left) ERA-Interim,

(top right) AMTRAC(SST1RAD), and (bottom left) AM2

(SST1RAD). The linear trend is calculated during the period

of 1980–2001 for ERA-Interim and 1960–99 for the AMTRAC

andAM2. Blue lines indicate the Student’s t-test 95% statistical

significance.
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models to specific sources. A simplified dry dynamical

model, in contrast, can be used to isolate dynamical

processes and is suitable for examining the tropospheric

response to stratospheric changes.

a. Model description and perturbation

We use the GFDL atmospheric dynamical core with

T42 resolution on 40 unevenly spaced sigma levels [as in

Chen and Zurita-Gator (2008)]. The model is forced by

a relaxation toward a prescribed time-dependent zon-

ally symmetric radiative equilibrium temperature pro-

file and damped by linear drag in the planetary boundary

layer. There is no topography. Following Kushner and

Polvani (2006), in the stratosphere, we use g5 6Kkm21

to define a midwinter strong polar vortex and g 5
0Kkm21 to define a midsummer state. The sinusoidal

variation between winter and summer induces the

stratospheric seasonal transition. There is no seasonal

transition in the troposphere, so that tropospheric

response can be attributed solely to the downward

influence of the stratosphere. The equations for model

radiative equilibrium temperatures can be found in

appendix A.

To mimic the thermodynamic effects of ozone de-

pletion, in the perturbation run, we add diabatic cooling

to the polar stratosphere in the springtime distributed as

follows:

Q(f,s, t)

5 qo exp

(
2

"
(f2fo)

2

2s2
f

1
(27000 lns1 7000 lnso)

2

2s2
s

1
(t2 to)

2

2s2
t

#)
,

(2)

where f0521.57, sf5 0.28, s05 4000, and ss5 2000

define the spatial pattern; t0 (1 October) and st 5
20 days define the peaking time and persistence; and

FIG. 4. As in Fig. 3, but for the zonal wind (m s21) regressed onto the detrended SFW onset dates. The regression

pattern reflects the zonal wind anomalies on interannual time scales when the SFW is delayed for one standard

deviation of its onset date. (bottom right) The result for the AM2(SST only) is included. Blue lines indicate the

Student’s t-test 95% statistical significance.
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q0 5 20.5Kday21. This is analogous to the steady-state

polar stratospheric cooling used in Butler et al. (2010)

(Table 1; their Figs. 5 and 6). Figure 5 shows the vertical

and horizontal extent of this cooling profile and the

cooling peaks in October. The profile is similar to the

ozone hole evolution used by Polvani et al. (2011) (see

their Fig. 1).

We first perform a control run with the seasonal

transition only in the stratosphere for 81 years. The last

80 years are branched out and rerun from the strato-

spheric fall equinox (15 March) for one more year and

the extra cooling described by Eq. (2) is applied. In this

way, we have 80 realizations of corresponding control

and perturbed seasonal simulations. The ensemble-

mean anomaly and statistical significance using a Stu-

dent’s t test can be calculated by assuming each year

is an independent sample. Given that the observed

Southern Hemisphere tropospheric response peaks in

austral summer, we add the stratospheric cooling only in

the hemisphere with a perpetual summer state in the

troposphere (see appendix A for details on the hemi-

sphere asymmetry in the troposphere). Our results re-

main qualitatively similar even if the tropospheric state

is changed to perpetual winter.

In addition to the full model simulations, we use

a zonally symmetric model to examine the atmospheric

response to this ozone depletion–like polar stratospheric

cooling in the absence of eddy feedback. The zonally

symmetric model is similar to the full model but only

the zonal-mean component (wavenumber 0) is integra-

ted forward in time. The contributions from eddies to

the zonal-mean climatology are computed from the daily

output of the full model and added as external forcings to

the equations of the zonally symmetric model, so that its

climatological circulation is the same as in the full model.

The same eddy forcing is added to the control run, as

well as to the perturbation run with spring cooling. The

details of the eddy-forcing calculation are described in the

appendix B.

b. Atmospheric circulation responses

The probability distributions and time series of SFW

onset dates at 50 hPa in the control and perturbation

experiments are shown in Fig. 6. The onset date series in

the control and perturbation runs indicate interannual

variability (bottom panel) and they are approximately

normally distributed (top panel). Themean onset date in

the control run is 1 December, similar to the observa-

tions (7 December). The applied springtime polar strato-

spheric cooling delays the mean onset date by 20 days.

Note that not all final warmings are delayed when the

FIG. 5. The vertical and horizontal extents of the polar strato-

spheric cooling (Kday21) in the dynamical model. (top) Vertical

extent over the polar cap (averaged over 608–908S). (bottom)

Latitudinal cross section at 50 hPa.

FIG. 6. SFWonset dates at 50 hPa in the control and perturbation

runs. (top) Histograms of the onset dates for both experiments and

their normal distribution fits. (bottom) 80-yr time series of onset

dates. The mean dates for both runs are denoted by thin gray and

black lines.
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spring cooling is added to the polar stratosphere: in

14 years, theSFW is earlier in the spring cooling case than in

the control and in 1 year, SFW onset date does not change.

The temperature and zonal wind anomalies associated

with the polar stratospheric cooling are shown in Fig. 7.

Similar to the SH observations shown in Fig. 1, a statis-

tically significant negative temperature anomaly ap-

pears in the stratosphere in September, peaking in

November, and persisting until February. The polar

vortex strengthens and extends downward into the lower

troposphere, peaking in December and January. The

December–January-mean zonal wind response is shown

in the bottom panel of Fig. 7. This zonal wind anomaly is

closely aligned with the positive phase of the annular

mode simulated by the model; this is also similar to the

observations [e.g., Fig. 3 of Chen and Held (2007)].

As the polar vortex strengthens because of ozone

depletion, planetary wave propagation changes in the

extratropical stratosphere. McLandress et al. (2010)

found a weakening of the wave drag prior to early

November and strengthening in summer. The top panel

of Fig. 8 shows the response of the Eliassen–Palm

divergence to springtime polar cooling in our simplified

dynamical model. The pattern is similar to that found by

McLandress et al. (2010), consistent with their inter-

pretation that the sign reversal between spring and

summer is a consequence of the delayed breakdown of

SH polar vortex.

The middle panel of Fig. 8 shows the 500-hPa merid-

ional streamfunction response to springtime polar strato-

spheric cooling and the bottom panel of Fig. 8 shows the

December–January mean. In December and January

when the tropospheric zonal wind response is strongest,

there is a negative response in the streamfunction near

the poleward limit of the Hadley cell, which can be de-

fined as the zero streamfunction line near 308S (thick

black line). This indicates a poleward expansion of the

Hadley cell. In higher latitudes, a poleward shift of the

FIG. 7. (top) Zonal-mean anomalies (shading) and climatology (black contour) of (left) polar cap temperature

(averaged over 608–908S) and (right) high-latitude zonal wind (averaged over 508–708S) in the perturbation run.

(bottom) Latitudinal cross section of zonal wind anomaly (shading) and its climatology (black contour) averaged

over December and January. The blue and purple lines indicate the Student’s t-test positive and negative 95%

statistical significance, respectively.
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poleward edge of the Ferrel cell, which can be defined as

the zero streamfunction near 608S (thick black line), is

also evident. This December–January-mean stream-

function response resembles the pattern found in cli-

mate models with stratospheric ozone depletion (e.g.,

Polvani et al. 2011).

To determine the role of eddies in the atmospheric

response to ozone depletion–like polar stratospheric

cooling, we apply the same polar stratospheric cooling to

the zonally symmetric model, in which the eddy forcing

is fixed. Figure 9 (top) shows the temperature and zonal

wind anomalies in the zonally symmetric model. With-

out eddy feedback, the polar vortex strengthens in re-

sponse to the spring cooling but gradually weakens

thereafter. Unlike the full model, the zonal wind

anomalies are confined to the stratosphere and there is

no downward influence on the troposphere. These dif-

ferences in responses of the full model and zonally

symmetric model indicate that changes in eddy fluxes

are necessary to produce the observed impact of ozone

depletion on the tropospheric circulation. This is also

consistent with the results of the steady-state experi-

ment of Kushner and Polvani (2004), in which they

found that the stratospheric thermal perturbation in the

absence of eddy feedbacks induced a response that was

confined to the stratosphere.

In summary, in a simplified dynamical model, by

adding an extra polar stratospheric cooling in the

springtime, we find that the polar vortex strengthens and

SFWs occur later. The response in extratropical wave

drag reverses sign between the spring and summer. In

the troposphere, the jet shifts poleward. The Hadley cell

expands poleward, as does the Ferrel cell. These re-

sponses bear a strong resemblance to the observed and

modeled responses to ozone depletion. In the absence of

eddy feedback, however, the response is confined to the

stratosphere. This highlights the importance of eddies in

causing the stratospheric and tropospheric changes.

c. The role of the SFW in the circulation response

From Fig. 6, 65 of the 80 SFWs are delayed when the

idealized ozone depletion is applied, but there are still 15

cases in which the polar vortex breaks down earlier or on

the same day even with the lower-stratospheric cooling.

The atmospheric circulation response can be calculated

separately for the years in which the SFW is delayed and

for those in which it is not in order to elucidate the role of

the SFW delay in producing the overall response.

Figure 10 shows the temperature and zonal wind re-

sponses for each set of years. For the delayed cases (Fig.

10, right), December temperature decreases and the po-

lar vortex strengthens, which is similar to the total re-

sponse. In contrast, for the 15 undelayed cases (Fig. 10,

left), the polar vortex starts to weaken after mid-

November, and the cold anomaly disappears quickly.

More importantly, evenwith the same polar stratospheric

cooling in each case, when the SFW is not delayed, there

is no significant downward influence into the troposphere.

Figure 11 (top) shows the stratospheric extratropical

wave drag responses for delayed and undelayed SFWs.

The responses for years with delayed SFWs (Fig. 11,

right) are similar to the overall response shown in Fig. 8,

FIG. 8. (top) Eliassen–Palm divergence anomaly (shading) and

climatology (black contour, 0.5m s21 day21) averaged over 508–
708S in the perturbation run. (middle) As in (top), but for the

500-hPa MMC anomaly (109 kg s21). (bottom) Latitudinal cross

section of MMC anomaly (shading; 109 kg s21) and its climatology

(black contour) averaged over December and January. The blue

and purple lines indicate the Student’s t-test positive and negative

95% statistical significance, respectively.
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again. It can be understood from the dynamics of the

SFW. From the observations (Black and McDaniel

2007a) and idealized simulations (Sun and Robinson

2009; Sun et al. 2011), the SFW onset is accompanied by

a strong eruption of planetary wave activity from the

troposphere, so that there is a large zonal wind de-

celeration in the high latitudes close to the time of

the SFW. When the SFW is delayed, this anomalous

Eliassen–Palm convergence associated with the plane-

tary wave eruption comes late as well. In turn, there is

less wave driving throughout the spring. By contrast,

when the SFW is not delayed (Fig. 11, left), there is a

strong Eliassen–Palm convergence anomaly in November

and December in the middle stratosphere, implying en-

hanced planetary wave breaking, which is consistent with

the earlier vortex breakdown.

Figure 11 (bottom) shows the 500-hPa meridional

circulation responses for delayed and undelayed SFWs.

The years in which the SFW is delayed display a similar

pattern to the overall response shown in Fig. 8. The re-

sponse for years in which the SFW is not delayed is op-

posite in sign. Most signals, however, are not statistically

significant. This might be related to the small sample size

since most of the SFWs occur later in response to our

idealized ozone depletion.

The focus of this paper is to investigate the role of the

SFW in the stratospheric and tropospheric changes,

so the mechanism of how the stratospheric signals ex-

tends downward into the troposphere is largely outside

our scope. Our idealized experiment results, however,

provide some hints about the dynamical mechanisms.

The stratospheric influence on the troposphere has been

studied in the steady-state experiments (e.g., Kushner

and Polvani 2004; Song and Robinson 2004). In these

experiments, the synoptic eddy feedback is induced by

the tropospheric changes due to changes in stratospheric

wave drag, which is normally explained by the ‘‘down-

ward control’’ principle. Here in the context of seasonal

transition, we see that the different tropospheric re-

sponse in Hadley cell extent and jet latitude is similarly

related to the wave drag changes in the stratosphere.

Specifically, when the SFW is delayed, there is less wave

driving in November. Later in December and January,

the poleward expansion of the Hadley cell and poleward

FIG. 9. As in Fig. 7, but for the zonally symmetric model results. In the zonally symmetric model, the same eddy

forcings are implied to the control run as well as the perturbation run. See section 3 and appendix B for details.
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shift of the tropospheric jet is associated with the

changes in stratospheric wave driving. It is important to

note that the stronger wave driving in the undelayed

case in November and December is much shallower

than the weaker wave drag in the delayed case. As

a result, despite the enhanced wave drag in the middle

stratosphere, the undelayed SFWs do not lead to a no-

ticeable tropospheric signal.

To summarize, the comparison in Figs. 10 and 11

suggests that ozone depletion does not affect the tro-

pospheric circulation in every year. The tropospheric

response, including the poleward shift of the jet, pole-

ward expansion of the Hadley cell, and poleward shift of

the Ferrel cell are obtained only when there is a delay in

the breakdown of the polar vortex.

d. Interannual variability

We can use the control run to investigate the role of

the timing of the SFW in causing interannual variability

in the stratosphere and troposphere. Similar to Fig. 4, we

calculate the regression onto the SFW onset dates for

zonal wind, temperature, stratospheric wave drag, and

tropospheric mean meridional circulation. These re-

gressions reflect the interannual variability in planetary

wave breaking in the stratosphere and the associated

responses in the tropospheric circulation.

The top panels of Fig. 12 shows the zonal wind and

temperature anomalies when the SFWdates are delayed

by one standard deviation. The negative temperature

anomalies in the polar stratosphere, strengthening of the

polar vortex, and its downward influence closely resem-

ble the climate trends shown in Fig. 7. Figure 12 (bottom)

shows the regression for the December–January zonal

wind. The positive-annular-mode pattern is very similar

to the December–January climate trend. There are dif-

ferences in stratospheric signals. Ozone depletion oc-

curs in the lower stratosphere, while the planetary wave

forcing normally extends downward from the upper

stratosphere. Thus, the peak altitude in the climate

trends is lower than for the anomalies associated with

interannual variability of the SFW dates. A similar dif-

ference between internal variability and the response to

FIG. 10. As in Fig. 7, but only for the years in which (left) the SFW is not delayed in the perturbation run relative to

the control run and (right) the SFW is delayed. The blue and purple lines indicate the Student’s t-test positive and

negative 95% statistical significance, respectively.
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ozone depletion is found in the climate models and ob-

servations (see Figs. 3 and 4).

Figure 13 shows the stratospheric wave drag and tro-

pospheric meridional circulation anomalies associated

with delayed SFWs. Consistent with the changes in zonal

winds, less planetary wave breaking is found prior to

December and more afterward. When the SFW occurs

earlier than its climatological date, the pattern of E–P

anomalies is the same as that shown in Fig. 13, but with

opposite sign. Referring to Fig. 11, increased planetary

wave breaking occurs when the SFW is undelayed in the

perturbation run, and this is nearly opposite of the pat-

tern shown in Fig. 13. In other words, the E–P anomaly

pattern for undelayed SFWs in the perturbation run is

very similar to the E–P anomaly pattern for early SFWs

in the control run. This points to the role of internal

variability in planetary wave driving in producing un-

delayed SFWs in the perturbation run. The Hadley cell

expands poleward and the Ferrel cell shifts poleward as

the SFW is delayed (Fig. 13, middle and bottom panels),

similar to the climate trends shown in Fig. 11.

4. Discussion

a. Correlation analysis

Polvani et al. (2011) revealed that although there is

roughly a linear relationship between the lower-stratospheric

temperature trends and the trends in the latitudinal

location of the midlatitude jet, the polar cap tempera-

ture and the jet location do not appear to be well cor-

related on interannual time scales. Here we look further

into this by calculating their correlation for both the

control and perturbation experiments and their separate

correlations with the timing of the SFW in our ideal-

ized model.

The top panel of Fig. 14 is a scatterplot of polar cap

temperature (averaged over 60–908S) at 100 hPa in

December and 850-hPa jet latitude for the period of

December–January. Each point indicates one year, and

the two big dots indicate the mean of the control and

perturbation ensembles. Note from the top-left panel of

Fig. 12, the polar cap temperature anomaly at 100 hPa

associated with the delay of the SFW is limited to

December, so we use the polar cap temperature from

this month. From Fig. 14, when the idealized ozone de-

pletion is added in the springtime, there is an ensemble-

mean temperature cooling in the polar cap, and zonal

winds increase in the high latitudes, indicating a poleward

shift of the jet. In terms of the interannual change, how-

ever, each point is spread out sporadically and these

quantities have a weak correlation (0.37), which is similar

to the results shown in Fig. 6a in Polvani et al. (2011).

In the middle (bottom) panel of Fig. 14, we calcu-

late the correlation between polar cap temperature

(tropospheric jet latitude) and SFW onset dates. The

FIG. 11. As in Fig. 8, but only for the years in which (left) the SFW is not delayed in the perturbation run relative to

the control run and (right) the SFW is delayed. The thick black lines in the bottom panels denote the edge of the

Hadley cell (the lines close to 308S) and the Ferrel cell (the lines close to 608S). The blue and purple lines indicate the

Student’s t-test positive and negative 95% statistical significance, respectively.
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SFW is delayed and the polar stratosphere is cooled in the

ensemble mean when the idealized ozone depletion is

applied. More interestingly, the interannual correlation is

much stronger (20.79). The correlation between the tim-

ing of the SFW and the tropospheric high-latitude zonal

wind (20.59) is somewhat weaker. This is expected, since

the troposphere has intrinsic variability independent of the

stratosphere. Nonetheless, the correlations of polar cap

temperature and tropospheric zonal wind with the SFW

timing are much larger than their own correlation. This

suggests that the timing of the polar vortex breakdown is

better than polar cap temperature at 100hPa for charac-

terizing interannual variability of the stratospheric circu-

lation and its downward influence on the troposphere.

We also calculate the correlations separately for the

control and perturbation experiments. For all three

cases, the correlation for the perturbation experiment is

approximately 0.2 larger than for the control experiment.

For example, the correlation between the December

polar cap temperature at 100hPa and SFW onset date is

20.57 for the control experiment but 20.82 for the per-

turbation experiment. This relates to the period over

which the average is computed. For SFWs occurring

earlier (say, prior to December), the polar cap tempera-

ture in November is more sensitive to the timing of the

SFW than for a later SFW. Since most SFW onset dates

are in December for the perturbation experiments (the

average is 20 December), the greater correlation for the

perturbation experiment is expected.When the November

polar cap temperature is correlated with SFW onset dates,

the correlation for the control experiment (20.78) is

stronger than for the perturbation experiment (20.65).

b. The connection of the SFW to stratospheric
and tropospheric changes

Figure 15 briefly summarizes the stratospheric and

tropospheric changes associated with interannual vari-

ability and the forced response to stratospheric cooling

by comparing the circulation responses for early and late

SFWs in the control run and for delayed and undelayed

FIG. 12. As in Fig. 7, but for the regression onto the SFW onset dates in the control run. The regression pattern

reflects the anomalies on interannual time scales when the SFW is delayed for one standard deviation of its onset

date. The blue and purple lines indicate the Student’s t-test positive and negative 95% statistical significance,

respectively.
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SFWs between the control run and perturbation run.

Figure 15a shows the anomalies for the early and late

SFWs, in which the early and late final warmings are

defined by deviations of 60.5 standard deviation from

the mean. In accordance with the dynamics of the SFW,

the opposite wave drivings in November for the early

and late SFWs can be explained by the different timing

of the planetary wave eruption (big dots: the mean SFW

onset dates). These anomalous strong and weak wave

drivings are responsible for the polar cap warming and

cooling in the lower stratosphere (second row) and

FIG. 13. As in Fig. 8, but for the regression onto the SFW onset

dates in the control run. The regression pattern reflects the

anomalies on interannual time scales when the SFW is delayed for

one standard deviation of its onset date. The blue and purple lines

indicate the Student’s t-test positive and negative 95% statistical

significance, respectively.

FIG. 14. (top) Scatterplot of polar cap temperature at 100 hPa in

December against jet latitude at 850 hPa in December–January.

Scatterplots of SFW onset dates at 50 hPa against (middle) polar

cap temperature at 100 hPa in December and (bottom) jet latitude

at 850 hPa in December–January. Small dots are individual years;

large dots are averages over 80-yr realizations. Colors refer to

different integrations, as indicated in the legend. The numbers in

each plot denote the correlation coefficient, and it is above the 99%

statistical significance level for each scatterplot.
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subsequent changes in the troposphere later in De-

cember and January (third and fourth rows). In our

simulations, the latitude of the Hadley cell edge and the

position of the tropospheric jet are highly correlated in

December and January [the correlation coefficient is

20.86 between the 850-hPa zonal wind averaged over

508–708S and 500-hPa mean meridional circulation

(MMC) at 358S]. This is consistent with the summer

results shown in Polvani et al. (2011) in the climate

model simulations and suggests that both could be in-

duced by the same synoptic eddies feeding back to the

stratospheric changes.

Figure 15b shows the anomalies for the undelayed and

delayed SFWs. Interestingly, the circulation responses

for the delayed SFWs are very similar to the late SFWs in

the control run, including the weak wave driving in the

stratosphere in the springtime and tropospheric response

later. There are only 15 samples for the undelayed cases,

so the signals are noisy. Nevertheless, the reversal in sign

in comparison with the delayed SFWs is clear. In addi-

tion, much of the temperature anomalies in the lower

stratosphere (second row) are due to the polar strato-

spheric cooling that we applied. For comparison, we also

show the polar cap temperature response in the zonally

symmetric model. If we subtract the contribution of this

ozone depletion–like spring cooling, the temperature

anomalies for the undelayed and delayed cases resemble

the early and late SFWs in the interannual variability.

FIG. 15. Stratospheric and tropospheric changes associated with the interannual variability and forced response to

the ozone depletion–like polar stratospheric cooling. (a) The anomalies in (first row) 508–708S E–P divergence at

50 hPa, (second row) polar cap temperature at 100 hPa, (third row) 358SMMC at 500 hPa, and (fourth row) 508–708S
zonal wind at 850 hPa for the years when the SFW occurs early (dashed line) and late (solid line). The large dots

denote the early and late SFW onset dates. (b) As in (a), but for years in which the SFW is not delayed (dashed line)

and years in which the SFW is delayed (solid line). The polar cap temperature response in the zonally symmetric

model is also shown [thick solid gray line in the second row of (b)].
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Overall, we find that the interannual variability and

climate trend of the wave driving in the stratosphere can

be largely explained by the changes in the timing of

SFWs. Subsequently, these wave drag anomalies are

able to trigger the tropospheric eddy feedback—similar

to the steady-state experiments shown in Kushner and

Polvani (2004) and Song and Robinson (2004). The

relative role of different components of the eddies will

be discussed in a separate paper (Yang et al. 2014,

manuscript submitted to J. Atmos. Sci.).

Our results do not contradict the conclusions of

Sheshadri et al. (2014), who found that the recent trends

in surface westerlies cannot be explained solely by the

delay in the timing of final warmings. Black et al. (2006)

showed that, in the Northern Hemisphere, the pace of

the zonal wind transition is different in early and late

final warmings (bottom panel of their Fig. 2). This is also

true in the Southern Hemisphere (not shown). Thus, the

delay in Antarctic polar vortex breakdown is accompa-

nied by changes in the evolution of stratospheric final

warmings. These differences among stratospheric final

warmings, together with the delay in vortex breakdown,

determine the recent trends in the stratosphere and

troposphere. Further quantification of the importance of

these two effects in driving surface trends can be ob-

tained by a complex decomposition of the trends, but

this is beyond the scope of this paper.

5. Summary and conclusions

In this paper, we use reanalysis, climatemodel outputs

with different climate forcings, and idealized simulations

to investigate the role of stratospheric vortex breakdown

in producing observed trends in the Southern Hemi-

sphere. Our finding can be summarized as follows.

First, we present the connection among ozone deple-

tion, the timing of SFWs, and the austral climate trends.

Observations indicate that ozone depletion causes the

polar vortex to strengthen, thereby delaying the SFWs

and leading to a subsequent tropospheric response. In

AMTRAC(SST1RAD), AM2(SST1RAD), and in

a dynamical model with an idealized ‘‘ozone depletion,’’

we find similar changes in the circulation in the strato-

sphere and troposphere. In contrast, in AM2(SST only),

without stratospheric forcing, there is no trend in the

timing of the SFWs and no discernible trend in tropo-

spheric circulation. When dynamical fields are regressed

onto the date of the SFW each year, the anomalies as-

sociated with a delayed SFW always show similar pat-

terns to the climate trends associated with ozone

depletion. Resemblance between the climate trends and

regression anomalies (see Figs. 3 and 4, Figs. 7 and 8,

and Figs. 12 and 13) suggests that the stratospheric and

tropospheric circulations are organized by the timing of

SFWs, not only at the interannual time scale, but also in

climate trends owing to external forcings.

Second, in the dynamical model, by dividing years into

those in which the SFW is delayed by ozone depletion,

and those in which it is not, we expose the critical role of

polar vortex breakdown in producing climate trends. In

particular, even though the SFW is delayed inmost years

in response to the springtime polar stratospheric cool-

ing, in some years the SFW occurs earlier. This can be

related to interannual variability in the planetary wave

breaking. When the SFW is not delayed, the strato-

spheric and tropospheric responses are distinct from

those when the SFW is delayed, and there is no down-

ward influence into the troposphere. In these undelayed

years, although the planetary wave drag is enhanced to

counteract the zonal wind acceleration, the vertical ex-

tent of anomalous wave drag is shallow and has little

tropospheric influence. This implies that in order to af-

fect the troposphere, ozone depletion must first delay

the SFW so as to generate a deep vertical response in

planetary wave drag.

Third, we find that the timing of polar vortex break-

down is better than polar cap temperature at 100 hPa

for characterizing stratospheric changes and subsequent

tropospheric responses. Previous studies revealed that

the interannual variability in polar cap temperature at

100 hPa and tropospheric jet location are only weakly

correlated (Polvani et al. 2011). By considering the SFW

onset dates, we find that stratospheric polar cap tem-

perature and tropospheric high-latitude zonal wind are

better correlated with SFW onset date than with each

other. This further highlights the role of the SFW in

climate variability and could have implications for the

analysis of other datasets (e.g., CMIP5).

Finally, in the context of the winter-to-summer sea-

sonal transition, we find that the summer tropospheric

changes in the early (undelayed) and late (delayed)

SFWs can be attributed to the differences in strato-

spheric wave driving in the springtime. These wave driv-

ing anomalies can be largely explained by the changes

in the timing of SFWs. Specifically, since the polar vortex

breakdown coincides with the eruption of planetary wave

activity, the early and late occurrences of the SFW will

induce stronger or weaker wave driving in the strato-

sphere, with subsequent tropospheric changes. In the

absence of eddy changes in the stratosphere and tropo-

sphere, there is no downward influence (Fig. 9).

In conclusion, we find that the spring breakdown of

the stratospheric polar vortex plays a crucial role in

Southern Hemispheric climate trends and variability. It

will, therefore, not be possible to simulate Southern

Hemisphere climate trends without first obtaining the
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correct trend in the timing of the SFW. The onset date

for the SFW is generally too late in the current climate

models (e.g., Wilcox and Charlton-Perez 2013), and it is

unclear how this affects simulated or projected trends in

the Southern Hemisphere climate. Simpson et al. (2011)

suggest that this bias could contribute to the too-

persistent southern annular mode anomaly, and we

speculate that the evolution of the tropospheric re-

sponse could be different as well.
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APPENDIX A

Teq Setup in the Dynamical Model

Weuse theGFDL atmospheric dynamical core for the

idealized model simulations. As in Kushner and Polvani

(2006), the model is driven by a relaxation toward

a prescribed time-dependent zonally symmetric radia-

tive equilibrium temperature Teq in the stratosphere,

Tstrat
eq (f,p, t)5 [12W(f, t)]TUS(p)1W(f, t)TPV(p) ,

(A1)

where f is latitude, p is pressure, and TUS(p) is the U.S.

standard temperature as a function of pressure. The

variable TPV(p) is the midwinter polar vortex Teq value,

TPV(p)5TUS(pT)(p/pT)
Rg/g , (A2)

where pT 5 100 hPa is a nominal tropopause height, R is

the dry air constant, and g is the acceleration of gravity.

The lapse rate of TPV(p), g 5 6Kkm21, determines the

strength of the midwinter polar vortex. The weighting

function is

W(f, t)5
1

2
(AS(t)f11 tanh[(f2f0S)/dfS]g

1AN(t)f11 tanh[(f2f0N)/dfN]g) , (A3)

whereAS(t)5maxf0.0, sin[2p(t2 t0)/DT]g, t05 180 days,

DT 5 360 days, AN(t) 5 maxf0.0, sin[2pt/DT]g, f0S 5
2508, fS 52108, f0N 5 508, and fN 5 108 latitude. The
stratospheric equilibrium temperature Tstrat

eq (f, p, t)

thus varies between midwinter condition (g 5
6Kkm21) and midsummer condition (g 5 0Kkm21)

over a 360-day year.

The tropospheric equilibrium temperature is fixed so

that there is no seasonal transition in the troposphere. It

is given by

T trop
eq 5max[TUS(pT), (T02 dT)(p/p0)

k] , (A4)

where T0 5 315K, p0 5 1000 hPa, and k 5 2/7, with

dT5 dy sin
2f1 � sinf1 dz log(p/p0) cos

2f , (A5)

where dy 5 60K, dz 5 10K, and � 5 10K. This nonzero

value of � provides a simple asymmetry between the

perpetual winter (Northern Hemisphere) and perpetual

summer hemisphere (Southern Hemisphere).

APPENDIX B

Zonally Symmetric Model

In this paper, we use a zonally symmetric model

to simulate the atmospheric response to an ozone

depletion–like spring cooling without eddy feedback. In

the zonally symmetric model, the initial condition comes

from the 80-yr ensemble mean and zonal average of the

full model results. The time-evolving eddy forcings are

calculated from the full model as well. The method can

be illustrated using an advection equation with a damp-

ing term

›q

›t
52u � $q2 k(q2 qeq)[F(u,q) , (B1)

where q is a tracer, k is a damping rate, qeq is a pre-

scribed, time-dependent, and zonally symmetric equi-

librium profile of the tracer, and F(u, q) is an operator

for the instantaneous local tendency of q associated with

advection and damping. Unlike the Kushner and Polvani

(2004) method, we derive the eddy forcing from the in-

stantaneous fields rather than the time-averaged fields.We

apply the tendency operator F to the zonal-mean terms

F(u, q)52u � $q2 k(q2 qeq) (B2)

and then to the total field

F(u,q)52u � $q2 k(q2 qeq)2 u0 � $q0 . (B3)

JULY 2014 SUN ET AL . 2351



Here, the overbars denote the zonal means and primes

denote the eddy components. The eddy forcing can be

obtained by the difference of the two as

u0 � $q0 5F(u,q)2F(u, q) . (B4)

The tendency operator is calculated by integrating the

primitive equationmodel forward by one time step using

instantaneous daily zonal and meridional winds, tem-

perature, and surface pressure. We first calculate the

tendencies for the zonal-mean fields and then compute

the tendencies for total field. The difference of the two

yields the instantaneous eddy forcing [Eq. (B4)]. Using

the primitive-equation model for the tendency calcula-

tion ensures that the eddy forcings are consistent with

the horizontal and vertical discretization of the numer-

ical model. The daily climatology of the eddy forcing by

averaging 80 ensembles is used in the control run as well

as the perturbation run with polar stratospheric cooling

in the springtime.
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